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Parallelism in P systems

The “philosophy” behind distributed P
systems
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Examples of parallelism in P systems

The use maximal parallel way of rule application for “zero-
check”. A register machine-like instruction: (i1, R;—, 2, (3)

[

11 Ai

~N

or

[

[o A;
A

~N

(11, out; 1717, in)

(lifl out: li”._ in) (]flf out: [1{”1 g’n)
(L1, out; 1o, in)

(L1, out; 3, in)
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Examples of parallelism in P systems

Creating exponential workspace in linear time: |a;| — [t;] fi]

[ 109 ... 04y ] r tla.g...an tlfz,,_aﬂ ‘ [ fltg...fn ]
- flﬂ.g...(ln flfg...a-n
flfg...an
—> .
fife...an
> -]
—

[ fifo-ofn ]
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Examples of parallelism in P systems

We have seen:
emaximal parallel rule application
ethe creation of exponential workspace in linear time

The system is still viewed as one processing unit and the
whole input is given to it.
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Distributed P systems

The idea behind distributed P systems is different:

eThe system is composed of several processing units or
components

eThe components process different parts of the input in
parallel

eThe components communicate with each other
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Possible questions concerning distributed
P systems

els it possible to split the input into pieces?

els the distributed computation more efficient than the non-
distributed one?
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Distributed P automata

eThe input is a string:

splitting the input <—-> cutting the string
into pieces

e The efficiency of the distributed computation:

the number of computational steps / time

+

the amount of communication
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Distributed P systems

(Non-distributed) P automata
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P automata

eAn antiport P system in an environment from where the
input is read

eGiven an initial configuration and a set of final (accepting)
configurations

e A sequence of multisets is read from the environment
during the computation

e The multiset sequence is accepted if the computation ends
in an accepting configuration

[Csuhaj-Varju, Vaszil 2002]
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P automata - An example

Given a regular grammar with rule types: A —+ a«B. A —-ac P

initial rules:
configuration:
/S \ﬁ{EB in)
M aF.in)
4 )
(F.in)
\_ Y Mnfiguration: F is in the region
- /
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P automata - An example

Given a regular grammar with rules: A - aB. A —wac P

configuration: rules:

/(1.1 \ﬁaﬂ in)
By M aF,in)

\_ Y Mnfiguration: F is in the region
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P automata - An example

Given a regular grammar with rules: A - aB. A —wac P

configuration: rules:

/(1.1 ao \ﬁaﬂ in)

EE———

Bo M aF.in)

\_ Y Mnfiguration: F is in the region
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P automata - An example

Given a regular grammar with rules: A - aB. A —wac P

configuration: rules:
P
g_l a ... a) (A, out:aB,in)
1 7 (A, out;aF,in)
F L r 4
&
4 )

\_ Y Mnfiguration: F is in the region
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P automata - An example

Given a regular grammar with rules: A - aB. A —wac P

final rules:
configuration:
.
g_l as ... CD (A, out:aB,in)
(A, out:aF,in)
s N I
F
(F.in)
N Y |_final configuration: F is in the region
\ %
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P automata - An example

Given a regular grammar with rules: A - aB. A —wac P

final
configuration:
4 N\ The set of accepted multiset sequences:
a; a2 ... Ug
{a.lBl._ aosBo.....asF ‘ a1a2...0g & L}
4 )
F
\ /
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P automata - An other example

A finite automaton M = (X1,Q.0.q0.F), ¥, = {ay,....a;} -
A simulating P automaton with 2 membranes:
wy = a#,
Py = {(a*,in;a,out)|¢, (a1 out)|y | t = [qj, ai, qx], i > 1} U
{(a,in:a,out)|s | t = [q;, a1, qr]}.

t.f

wy = {{t. ' |t € TR}},
P2 — {(#ZT?ILD, Ouf) | to = [QD_-._G-I',: Q]} U
{(t,in;t", out), (t',in; s,out) | t € TR, s € next(t')},

Fy= { {{t.t'| € TRY} — {{<}} | fo
all s € TR’ such that s" = [q, a4.qr]". qr € F}.

- e —— . —
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P automata - An other example

The accepted multiset sequences:

{a...a,a...a,...;a...a|a;a; ...a; €L}

1-1 '3.2 1.5
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P automata - A third example

1

2

/

3

7N

ft#

mys
Mp(K)

m e (I{)

N
o

gh

((sp,a),out;h.in),a €'V

((s',b) at, out: (s, a)a,in),

sa — s P

\

((s,a),out; (s,a)',in), (s,a) € B(K)

(f,out; (s,a)a,in),
sa— spe P

(t,in)
(#,out;a,in), acV

/

4 (g.out)
9% (#.out:g.in)
\ (#.out:t,in)

(ga.in), a €V

(gat.out), a €

(g, out; gt in)

(#.in)
(#. out)

\

V)

/

(d,out;a,in),
acV

(a,out: b, in)

a.beV

[Freund, Kogler, Paun, Pérez-Jiménez 2010]
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P automata - A third example

1
2
4 o N
h (ga,in), a eV
({so.a),out;h,in),a € V

(gat.out), a V)

ft# ((¢'.b) at, out: (s, a)a. in), (d.out:a,in),
(g. out; gt.in)

my sa — s € P aeV

Mmp) | ((s.a),out;{s,a),in), (s.a) € B(K)

(f.out; (s.a)a.in),
sa — spe P

L/ (t,in)
(#.out;a.in), a eV
\_ %

4 (g. out)
9 (#. out; g, in)
K (#.out:t.in) /

The set of accepted multiset sequences:

(a,out; b, in)
(3. in) abeV

(#. out)

”"B’(}\')

{ay,as9,...,a¢ | ajas...as € L}

23
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P automata

eAn antiport P system in an environment from where the
input is read

eGiven an initial configuration and a set of final (accepting)
configurations

e A sequence of multisets is read from the environment
during the computation

e The multiset sequence is accepted if the computation ends
in an accepting configuration

eThe accepted multiset sequence is interpreted as a string
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P automata - a more formal definition

A P automaton is
with

eobject alphabet

emembrane structure

erules corresponding to the regions

einitial configuration ¢y = (-u:l._...,-u:n‘); , w; € V*

eset of accepting configurations E; x ... x E,, E; C V*with
E; being finite, or E, = V*.
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The input mapping

Maps the sequences of multisets over the object
alphabet to strings over the input alphabet:

fave =2l

The language accepted by a P automaton IT :

LI f) ={f(v1) ... f(ve) | v1,...,vs is an accepted
multiset sequence of T}
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The input mapping

ethe mapping: V = NUT, f(ad)={ajwhere Ac N, acT

The first example: {@1B1.a2Bs. . ... asF | araz...as € L}

The second example: {a"*,a”,....a" |aja;,...a;, € L}

ethe mapping: V = {a}. f(a") = {a;}. ai € T = {ay,....,a¢}

ethe mapping: vV =7 = {ay,... . a;:}

f(aii jg - - - ﬂ"ik) — {a'h Ajg - - - Ajy | Jij2 .- Jk 1S a
permutation of iyis ... i}
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The choice of the mput mapping and the
power of P automata

If erasing is allowed, RE languages are easily obtained with
simple systems having just one membrane (extended
P automata, analyzing P systems).

[Freund, Oswald 2002]

e — ——— . —
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The choice of the lnput mapplng and the
power of P automata - input mappings with

erasing

Counter machines with a read-only input tape can be
simulated.

Register machine-like instructions for two counters +
instructions for reading the input tape:

(ll-. I, Bt_- lg, 13), rel U {E}

4 ) 4 N
I Ai la A the input mapping is erasing:
A, | — | © A;
A flalz) = {«}

. J . J

29
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The choice of the lnput mapping and the
power of P automata

The input mapping should be nonerasing:
ein order to explore new possibilities

The input mapping should be simple from the point of view
of computational complexity:

ethe power of the system should not come from the power
of a complex input mapping

30
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Two types of input mappings

o / = Jfperm if and only if V =1, and
f(v) ={aras...as | |v| = s, and ajay...ag is a permutation
of the elements of v}

(Example 3)

e / € TRANS if and only if, we have /() = {w}for some
w € 1™ which is obtained by applying a finite transducer to
the string representation of the multiset v .

(Examples 1, 2)
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Example 1: {a-lBl, asBo. . ... agF ‘ a1a9s ...0g € L}

4 £

ethe mapping: V =NUT, f(aA)={a}where Ae N, aeT

Example 2: {a"™ a", ... a" | aj,ai,...a;. € L}

ethe mapping: V = {a}, f(d') = {a;}, a; € T = {ay,...,a:}

Example 3: {ay,a9,... a5 | ajas...ay € L}
ethe mapping: vV =7 = {a1,...,at}

f(aii jg - - - a“ik) — {a':h Ajg - - - Ajy | Jij2 .- Jk 1s a
permutation of iyis ... i}
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Systems with permutation mappings

There are simple linear languages which cannot be
characterized with systems using fperm .

L=A{(ab)"(ac)" | n>1} & Lpprym(PA)

On the other hand:

{(aafj)n(bbd)ﬂ ‘ n > 1} € LpErm (Pfl)

[Paun, Péerez-Jiménez 2010]

- e o ——— . —
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= .

[Freund, Kogler, Paun, Pérez-Jiménez 2010]

S e o ——— . —
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L ={(ab)"(ac)" |n 21} & Lrprm (PA)

L = {(aac)"(bbd)" | n > 1} € Lpprm (PA)

35
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Systems with transduction mappings

initial rules:
configuration:
P
/C A C,out: AC,in)

(

(AC. out: BD.in)
(AD.out; BD.in)
(B, out)

\_ Y final configuration: A single Din the region
¥

The accepted multiset sequences: {(AC)"(BD)" | n =1}
Consider: f,(AC) = {ab}. f1(BD) = {ac}

f2(AC) = {aac}. fo(BD) = {bbd)}

- i ——— . —

-
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Systems with transduction mappings

Any context-sensitive language can be characterized.

Lrrans(PA) =CS

Moreover:

For any kind of / : V* = 27" | as long as it is not more

complex than linear space computable (by Turing machines),
L(IL. f) € CS.

[Csuhaj-Varju, Ibarra, Vaszil 2004]

- — e o ——— . —
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Distributed P systems

Distributed P automata
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Distributed P automata

where

are P automata and
e 7 is a set of inter-component communication
rules ((i.1).u/v.(j.1)) with w,o e V¥, 1 <i.5 <k,

LA f) = A{wy...wpg €T |w; € fi(via)... fi(vis,), 1 <i <k,
where v; 1,....0i, 18 an accepted multiset sequence

of the component II;}.

- i ——— . —
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The power of dP automata

There are simple context-sensitive languages which cannot
be characterized with fycrm .

LpERM (dPA) cCS

For example:

L={(wf(w))"|we{a,b}*,n>2} & Lpgrym(dPA)

where f(a) =d', f(b) =1,
[Paun, Pérez-Jimenez 2010]

e o ——— . —
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The power of dP automata

A conjecture from [Freund, Kogler,Paun, Pérez-Jiménez 2010]:

There are simple linear languages which cannot be
characterized with /perm .

Namely:

L = {wcw ™ | w e {a.b}*,wt is the reverse of w} € Lprprm(dPA)
On the other hand:
L ={(ab)"(ac)” |n 21} € Lpprm(dPA)




& MTA SZTAKI . HES

The power of dP automata

With permutation mapping:

/( N A

REG
\\ / JLperyv(dPA)

\\k LIN CF cs /

On the other hand: ,CTRANE(dPA) =C'S

- e o ——— . —
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Distributed P automata

The parallelizability of languages
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The parallelizability of languages

A language is (k. 1, m)-efficiently parallelizable with respect
to a class of input mappings F for some k,m > 1. [ > 1,if

e [ can be accepted with balanced computations of a

dP automaton JII with & components such that it is L(dJII. f)
where f € F' and Com(dII) < I.

efor all (non-distributed) P automata 1T and input mapping
f" € F such that L = L(II, f"). we have

timery ()
timegry ()

My er, 121— 00 >m

44
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The parallelizability of languages

A language is (%, [.m)-efficiently parallelizable with respect
to a class of input mappings 7 for some k,m > 1. [ > 1,if it
can be accepted by a dP automaton with £ components, such
that the dP automaton uses a finite amount of
communication while being ' times faster than any non-
distributed P automaton which accepts L with any input
mapping from the class F.

45
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The parallelizability of REGular languages

1. All regular languages can be accepted by balanced
computations of some dP automaton.

For transduction mappings:

A—aB X —aB B —cD
— T
5 (A, out;aB, ff?l) (EE out; a(X. B) i) g
* — (X, B).out:c(X.D),in) 4———01
final conf.: (X.¢) final conf.: X
S~ -
(1,1), X/(X,2), (2,1)) o

filaA) = {a} fa(a(B,C)) = {a}

46
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The parallelizability of regular languages

1. All regular languages can be accepted by balanced
computations of some dP automaton.

For permutation mappings:
1( ) \

2

é ) Example 3 can also be
h (ga,in), acV
(o ontiliim <t (gat.out). € V) modified based on the
ft# ((s'.b)at. out: (s, a)a.in), (d. out:a.in).
, (g. out; gt,in) ) R .
e “" same idea for a
mpy | ((s.a),out: (s,a)’.in). (s,a) € B(K) . .
) (f,out: (s, a)a.in), . (a, out; b.m}r dP SyStem W]th
BI(K) s EP (#.in) a.beV
¢ o 2 components
Q_/ (#.out:a,in), aeV / CO p

4 (g.out) and f]_ — f2 — fPERﬂf
(#.out; g.in)
K (#.out:t.in) /
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The parallelizability of REG

1. All regular languages can be accepted by balanced
computations of some dP automaton.

We can use input mappings of any type.

2. What about the efficiency of parallelization ?

48



& MTA SZTAKI

The parallelizability of regular languages

Efficiency with respect to fPerM :

There are (k.1,m)-efficiently parallelizable regular languages
with respect to fperMm .

This holds because there are regular languages where the
order of no letters can be exchanged.

=>No two letters can be read in the same step.
= There is no P automaton which needs less steps than
the number of letters.

[Paun, Pérez-Jim_é__lj_e_z__ 2010]
49
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For all (non-distributed) P automata IIand input mapping
f" € F such that L = L(I1, /'), we have

timery () <
> m

lim,. -y :
TE ,|$|_*°Ot.1medﬂ(i’)
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The parallelizability of regular languages

Efficiency with respect to input mappings f € TRANS:
For any regular L and ¢ > 0, there exists a P automaton II
such that L = L(IL. f), f € TRAAZS and for any w € L with

= n , it holds that timen(w) < ¢

Take the finite automaton 1/ = ('T._ Q, qo, 0, F) with L = L(M),

it needs » steps.

et T = (QUT UT".[ []s J1.P}. Phco, F),T" = {ab| a,b e T},

and P| = {(¢"ab,in:q,out) | ¢ € 6(¢'.b) for some ¢’ € 6(q.a)} U
{(d'a,in;q,out) | ¢ € 6(q,a), ¢ € F}.

P, ={(a,in) |ac TUT"}.

u?

with f'(ga) = a and f"(qa )) = ab

S

51
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The parallelizability of regular languages

Efficiency with respect to TRANS':

There are no (%.[.m) -efficiently parallelizable regular
languages with respect to 7’RANS.,

This holds because with input mappings from TRANS , there
is no “fastest” (non-distributed) P automata for a regular
language.

Speedup with a linear factor is always possible which is a

“problem”:
timery(.r)

lim,.- , >m
re ’lIl_}mtlmedn(x) -

52
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Real-time recognizable languages

A language L is real-time recognizable by a P automatonII,

if L = L(II, f)for some f, and II reads a nonempty input

multiset in each step of any computation accepting the
words of L.

e -  ———
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The parallelizabhility of real-time
recognizable languages

There are no (k. [, m) -efficiently parallelizable real-time
recognizable languages with respect to TTRANS.

This holds because the linear speedup of P automata

recognizing real-time recognizable languages is also possible.

54
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How to speed up real-time P automata

1. Simulate the real-time P automaton with one membrane

2. Apply the same idea as used in the regular case to speed
up the one-membrane P automaton
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Simulating a real time P automaton w1th
one membrane

V =Aa.b,c}

r

[Du,

@uf a.in)

t(c;out; b,in)

[

The input mappings:

f e TRANS
fla) =a

V! = {(1; b:- C,ay, bl: €1, 02, 62’ 62}

T
(b, out;a,in) (by.out:a,in)

\f

——

(beg, out; bacy,in)

—

(brco, out:bacy.in)

_/

e TRANS
F(abyer) = Flabye, N V) = f(a) = a
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How to speed up real-time P automata

2. Apply the same idea as used in the regular case to speed
up the one-membrane P automaton
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There are no (k l m) efficiently
parallelizable real-time recognizable
languages with respect to TRANS

Let Lbe a language which is real-time recognizable by a

P automaton II;,such that L = L(II;. f)for some f € TRAN S,
and let ¢ > 0.

There exists a P automaton 1l2.such that L = L(Il,. ') for
some /e TRANS, and for anyw € L, it holds that

timer, (w) < ¢- timery, (w).

58
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Distributed P automata

Are there other notions of efficient
parallelizability?
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Are there other reasonable notions of
efficient parallelizability?

So far we had(k,l.m)-efficiency - the amount of inter-
component communication is finitely bounded.

Consider L = {ww | w € {a.b,c}*, |w| = 3t for some t € N}. It is
not (%, . m)-efficiently parallelizable since a non-constant
amount of communication is needed.

What happens if the communication steps are not more
“expensive” than the computational steps?

60
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(k,m)-efficient parallelizability
Let L = {ww | w € {a,b,c}*, |w| = 3t for some ¢t € N}.

There are words in which no two adjacent symbols can be
exchanged such that the result is still in L, a (non-
distributed) P automaton with input mapping f,.,. heeds at
least n = 6t steps.

Let us take dII with two components which communicate
after every third step:

timegr(w) + Comgrr(w) = %n +1=3t +t =4t
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(k,m)-efficient parallelizability
Let L = {ww | w € {a,b,c}*, |w| = 3t for some t € N}.

There is a dIT with two components, such that

timery (w)
timegr (w) + Comgr (w)

(]

> 3

b2

which is efficient, although the amount of communication is
not bounded by any constant.




& MTA SZTAKI

Besides (k,l m) eff1c1ent parallellzablllty,
there are other efficiency notions

Are there languages which are efficiently parallelizable

according to any of them considering input mappings form
TRANS?

Does it make any difference, if the splitting of the input is
done in a “more complicated” manner?

e o ——— . —
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Conclusions
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Conclusions

eDistributed P systems aim to employ parallelism in such a
way that different parts of the input are processed
simultaneously in different parts/components of the
system

elt is natural to consider distributed P automata

eThe properties of P automata are influenced by the way the
accepted word is associated to the accepted multiset
sequence

eThis has implications also for the distributed case, not only
for the generative power, but also for the efficiency of the
parallelization of languages
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